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Abst ract

Thi s docunent gives an overvi ew and specification of Version 5 of the
protocol for the Kerberos network authentication system Version 4,
descri bed el sewhere [1,2], is presently in production use at MT' s
Project Athena, and at other Internet sites.

Overvi ew

Project Athena, Athena, Athena MJSE, Discuss, Hesiod, Kerberos,
Moira, and Zephyr are trademarks of the Massachusetts Institute of
Technology (MT). No commrercial use of these trademarks nmay be nade
without prior witten perm ssion of MT.

This RFC describes the concepts and nodel upon which the Kerberos
networ k aut hentication systemis based. It also specifies Version 5
of the Kerberos protocol.

The notivations, goals, assunptions, and rational e behind nost design
decisions are treated cursorily; for Version 4 they are fully
described in the Kerberos portion of the Athena Technical Plan [1].
The protocol s are under review, and are not being submtted for
consideration as an Internet standard at this tinme. Conmments are
encouraged. Requests for addition to an electronic mailing list for
di scussi on of Kerberos, kerberos@ T.EDU, nay be addressed to
kerberos-request @A T.EDU. This nmailing list is gatewayed onto the
Usenet as the group conp. protocol s. kerberos. Requests for further

i nformation, including docunents and code availability, may be sent
to info-kerberos@ T. EDU.
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Backgr ound

The Kerberos nodel is based in part on Needham and Schroeder’s
trusted third-party authentication protocol [3] and on nodifications
suggested by Denning and Sacco [4]. The original design and

i mpl enent ati on of Kerberos Versions 1 through 4 was the work of two
fornmer Project Athena staff nenbers, Steve MIler of Digital

Equi pnent Corporation and difford Neuman (now at the Information
Sciences Institute of the University of Southern California), along
with Jeronme Saltzer, Technical Director of Project Athena, and
Jeffrey Schiller, MT Canpus Network Manager. Many ot her nenbers of
Project Athena have also contributed to the work on Kerberos.
Version 4 is publicly available, and has seen w de use across the

I nternet.

Version 5 (described in this docunent) has evol ved from Version 4
based on new requirenents and desires for features not available in
Version 4. Details on the differences between Kerberos Versions 4
and 5 can be found in [5].
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1. Introduction

Ker beros provides a nmeans of verifying the identities of principals,
(e.g., a workstation user or a network server) on an open
(unprotected) network. This is acconplished w thout relying on

aut hentication by the host operating system wi thout basing trust on
host addresses, w thout requiring physical security of all the hosts
on the network, and under the assunption that packets traveling al ong
the network can be read, nodified, and inserted at will. (Note,
however, that many applications use Kerberos’ functions only upon the
initiation of a stream based network connection, and assune the
absence of any "hijackers" who nmight subvert such a connection. Such
use inplicitly trusts the host addresses involved.) Kerberos
performs authentication under these conditions as a trusted third-
party authentication service by using conventional cryptography,

i.e., shared secret key. (shared secret key - Secret and private are
often used interchangeably in the literature. |In our usage, it takes
two (or nore) to share a secret, thus a shared DES key is a secret
key. Something is only private when no one but its owner knows it.
Thus, in public key cryptosystens, one has a public and a private

key.)

The aut hentication process proceeds as follows: A client sends a
request to the authentication server (AS) requesting "credential s"
for a given server. The AS responds with these credential s,
encrypted in the client’s key. The credentials consist of 1) a
"ticket" for the server and 2) a tenporary encryption key (often
called a "session key"). The client transmts the ticket (which
contains the client’s identity and a copy of the session key, al
encrypted in the server’'s key) to the server. The session key (now
shared by the client and server) is used to authenticate the client,
and nay optionally be used to authenticate the server. It nmay al so
be used to encrypt further communicati on between the two parties or
to exchange a separate sub-session key to be used to encrypt further
conmmuni cati on.

The inplenentati on consists of one or nore authentication servers
runni ng on physically secure hosts. The authentication servers

mai ntai n a dat abase of principals (i.e., users and servers) and their
secret keys. Code libraries provide encryption and inplenent the
Kerberos protocol. In order to add authentication to its
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transactions, a typical network application adds one or two calls to
the Kerberos library, which results in the transnission of the
necessary nessages to achi eve authentication

The Kerberos protocol consists of several sub-protocols (or
exchanges). There are two nethods by which a client can ask a

Ker beros server for credentials. In the first approach, the client
sends a cleartext request for a ticket for the desired server to the
AS. The reply is sent encrypted in the client’s secret key. Usually
this request is for a ticket-granting ticket (TGI) which can |ater be
used with the ticket-granting server (TGS). In the second nethod

the client sends a request to the TGS. The client sends the TGT to
the TGS in the same nmanner as if it were contacting any other
application server which requires Kerberos credentials. The reply is
encrypted in the session key fromthe TGT.

Once obtained, credentials may be used to verify the identity of the
principals in a transaction, to ensure the integrity of nessages
exchanged between them or to preserve privacy of the nessages. The
application is free to choose whatever protection may be necessary.

To verify the identities of the principals in a transaction, the
client transmts the ticket to the server. Since the ticket is sent
"in the clear" (parts of it are encrypted, but this encryption
doesn’'t thwart replay) and might be intercepted and reused by an
attacker, additional information is sent to prove that the nessage
was originated by the principal to whomthe ticket was issued. This
information (called the authenticator) is encrypted in the session
key, and includes a tinmestanp. The tinestanp proves that the nessage
was recently generated and is not a replay. Encrypting the
authenticator in the session key proves that it was generated by a
party possessing the session key. Since no one except the requesting
principal and the server know the session key (it is never sent over
the network in the clear) this guarantees the identity of the client.

The integrity of the nessages exchanged between principals can al so
be guaranteed using the session key (passed in the ticket and
contained in the credentials). This approach provi des detection of
both replay attacks and nessage stream nodification attacks. It is
acconpl i shed by generating and transmitting a collision-proof
checksum (el sewhere called a hash or digest function) of the client’s
nmessage, keyed with the session key. Privacy and integrity of the
messages exchanged between principals can be secured by encrypting
the data to be passed using the session key passed in the ticket, and
contained in the credentials.

The aut henticati on exchanges nenti oned above require read-only access
to the Kerberos database. Sonetines, however, the entries in the
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dat abase nust be nodified, such as when addi ng new principals or
changing a principal’s key. This is done using a protocol between a
client and a third Kerberos server, the Kerberos Adnministration
Server (KADM). The adm nistration protocol is not described in this
docunent. There is also a protocol for maintaining nultiple copies of
t he Kerberos database, but this can be considered an inplenentation
detail and may vary to support different database technol ogies.

1.1. Cross-Real m Qperation

The Kerberos protocol is designed to operate across organi zationa
boundaries. A client in one organi zation can be authenticated to a
server in another. Each organization wishing to run a Kerberos
server establishes its owmn "realnf. The name of the realmin which a
client is registered is part of the client’s nanme, and can be used by
the end-service to decide whether to honor a request.

By establishing "inter-realn keys, the administrators of two real ns
can allow a client authenticated in the local realmto use its

aut hentication remotely (O course, with appropriate pernission the
client could arrange registration of a separately-nanmed principal in
a renote realm and engage in normal exchanges with that realms
services. However, for even small nunbers of clients this becones
cunbersone, and nore automatic nethods as described here are
necessary). The exchange of inter-real mkeys (a separate key nay be
used for each direction) registers the ticket-granting service of
each realmas a principal in the other realm A client is then able
to obtain a ticket-granting ticket for the renpte realns ticket-
granting service fromits local realm Wen that ticket-granting
ticket is used, the renote ticket-granting service uses the inter-
real m key (which usually differs fromits own nornal TGS key) to
decrypt the ticket-granting ticket, and is thus certain that it was
i ssued by the client’s own TGS. Tickets issued by the renote ticket-
granting service will indicate to the end-service that the client was
aut henticated from another realm

Arealmis said to conmunicate with another realmif the two real ns
share an inter-real mkey, or if the local real mshares an inter-realm
key with an internediate real mthat comunicates with the renote
realm An authentication path is the sequence of internediate real ns
that are transited in conmunicating fromone real mto another

Real ns are typically organized hierarchically. Each real mshares a
key with its parent and a different key with each child. If an
inter-realmkey is not directly shared by two real ns, the

hi erarchi cal organi zation allows an authentication path to be easily
constructed. |If a hierarchical organization is not used, it may be
necessary to consult sone database in order to construct an
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aut henti cati on path between real ns.

Al t hough realns are typically hierarchical, internediate real ns nmay
be bypassed to achi eve cross-real mauthentication through alternate
aut henti cation paths (these m ght be established to nake

conmruni cati on between two realns nore efficient). It is inportant
for the end-service to know which real ns were transited when deci di ng
how nmuch faith to place in the authentication process. To facilitate
this decision, a field in each ticket contains the nanes of the
realms that were involved in authenticating the client.

1.2. Environnmental assunptions

Ker beros i nposes a few assunptions on the environment in which it can
properly function:

+ "Deni al of service" attacks are not solved with Kerberos. There
are places in these protocols where an intruder intruder can
prevent an application fromparticipating in the proper
aut hentication steps. Detection and solution of such attacks
(some of which can appear to be not-uncomon "nornal" failure
nmodes for the system) is usually best left to the human
adm ni strators and users

+ Princi pals nust keep their secret keys secret. |f an intruder
sonmehow steals a principal’s key, it will be able to nmasquerade
as that principal or inpersonate any server to the legitimte
princi pal .

+ "Password guessing" attacks are not solved by Kerberos. If a
user chooses a poor password, it is possible for an attacker to
successfully nmount an offline dictionary attack by repeatedly
attenpting to decrypt, with successive entries froma
di ctionary, nessages obtained which are encrypted under a key
derived fromthe user’s password

+ Each host on the network nust have a clock which is "l oosely
synchroni zed" to the tinme of the other hosts; this
synchroni zation is used to reduce the bookkeepi ng needs of
application servers when they do replay detection. The degree
of "l ooseness"” can be configured on a per-server basis. |If the
cl ocks are synchroni zed over the network, the clock
synchroni zati on protocol nust itself be secured from network

att ackers.

+ Principal identifiers are not recycled on a short-termbasis. A
typi cal node of access control wll use access control lists
(ACLs) to grant permissions to particular principals. If a
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stale ACL entry remains for a deleted principal and the
principal identifier is reused, the new principal will inherit
rights specified in the stale ACL entry. By not re-using
principal identifiers, the danger of inadvertent access is
renmoved.

1.3. dossary of terns

Belowis a list of ternms used throughout this docunent.

Aut henti cati on Verifying the clainmed identity of a
princi pal .

Aut henti cati on header A record containing a Ticket and an
Aut henticator to be presented to a
server as part of the authentication
process.

Aut hentication path A sequence of internediate realnms transited
in the authentication process when
conmmuni cating fromone real mto anot her

Aut hent i cat or A record containing information that can
be shown to have been recently generated
usi ng the session key known only by the
client and server.

Aut hori zati on The process of deternining whether a
client may use a service, which objects
the client is allowed to access, and the
type of access allowed for each.

Capability A token that grants the bearer perm ssion
to access an object or service. In
Kerberos, this might be a ticket whose
use is restricted by the contents of the
aut hori zation data field, but which
lists no network addresses, together
with the session key necessary to use
the ticket.
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Ci phertext The out put of an encryption function
Encryption transforms plaintext into
ci phertext.

dient A process that nakes use of a network

service on behalf of a user. Note that
in sone cases a Server nay itself be a
client of sone other server (e.g., a
print server may be a client of a file
server).

Credential s A ticket plus the secret session key
necessary to successfully use that
ticket in an authentication exchange.

KDC Key Distribution Center, a network service
that supplies tickets and tenporary
session keys; or an instance of that
service or the host on which it runs.

The KDC services both initial ticket and
ticket-granting ticket requests. The
initial ticket portion is sonetines
referred to as the Authentication Server
(or service). The ticket-granting

ticket portion is sonetines referred to

as the ticket-granting server (or service).

Ker ber os Aside fromthe 3-headed dog guarding
Hades, the nane given to Project
Athena’ s authentication service, the
protocol used by that service, or the
code used to inplenment the authentication
servi ce.

Pl ai nt ext The input to an encryption function or
the out put of a decryption function
Decryption transfornms ci phertext into
pl ai nt ext.

Princi pal A uni quely naned client or server
i nstance that participates in a network
conmuni cati on.
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Principal identifier The name used to uniquely identify each
di fferent principal

Seal To enci pher a record containing severa
fields in such a way that the fields
cannot be individually replaced without
ei ther know edge of the encryption key
or | eaving evidence of tanpering.

Secret key An encryption key shared by a principa
and the KDC, distributed outside the
bounds of the system with a long lifetine.
In the case of a human user’s
principal, the secret key is derived
froma password.

Server A particular Principal which provides a
resource to network clients.

Service A resource provided to network clients;
often provided by nore than one server
(for exanple, renote file service).

Sessi on key A tenmporary encryption key used between
two principals, with alifetine limted
to the duration of a single login "session"

Sub- sessi on key A temporary encryption key used between
two principals, selected and exchanged
by the principals using the session key,
and with alifetime linmted to the duration
of a single association.

Ti cket A record that helps a client authenticate
itself to a server; it contains the
client’s identity, a session key, a
ti mestanp, and other information, all
seal ed using the server’'s secret key.
It only serves to authenticate a client
when presented along with a fresh
Aut henti cat or.
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2. Ticket flag uses and requests

Each Kerberos ticket contains a set of flags which are used to
indicate various attributes of that ticket. Mst flags may be
requested by a client when the ticket is obtained; sonme are
automatically turned on and off by a Kerberos server as required.

The followi ng sections explain what the various flags nean, and gives
exanpl es of reasons to use such a flag.

2.1. Initial and pre-authenticated tickets

The INITIAL flag indicates that a ticket was issued using the AS
protocol and not issued based on a ticket-granting ticket.
Application servers that want to require the know edge of a client’s
secret key (e.g., a passwordchangi ng progran) can insist that this
flag be set in any tickets they accept, and thus be assured that the
client’s key was recently presented to the application client.

The PRE- AUTHENT and HW AUTHENT fl ags provide addition information
about the initial authentication, regardl ess of whether the current
ticket was issued directly (in which case INNTIAL will also be set)
or issued on the basis of a ticket-granting ticket (in which case the
INFTIAL flag is clear, but the PRE-AUTHENT and HW AUTHENT fl ags are
carried forward fromthe ticket-granting ticket).

2.2. Invalid tickets

The INVALID flag indicates that a ticket is invalid. Application
servers nust reject tickets which have this flag set. A postdated
ticket will usually be issued in this form Invalid tickets nust be
val i dated by the KDC before use, by presenting themto the KDCin a
TGS request with the VALI DATE option specified. The KDC will only
validate tickets after their starttinme has passed. The validation is
required so that postdated tickets which have been stol en before
their starttime can be rendered permanently invalid (through a hot-
list nmechanisn).

2.3. Renewable tickets

Applications may desire to hold tickets which can be valid for |ong
periods of time. However, this can expose their credentials to
potential theft for equally |ong periods, and those stolen
credentials would be valid until the expiration tinme of the
ticket(s). Sinply using shortlived tickets and obtai ni ng new ones
periodically would require the client to have long-termaccess to its
secret key, an even greater risk. Renewable tickets can be used to
mtigate the consequences of theft. Renewable tickets have two
"expiration tinmes": the first is when the current instance of the
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ticket expires, and the second is the |atest perm ssible value for an
i ndi vidual expiration time. An application client nust periodically
(i.e., before it expires) present a renewable ticket to the KDC, with
the RENEW option set in the KDC request. The KDC will issue a new
ticket with a new session key and a later expiration tinme. All other
fields of the ticket are left unnodified by the renewal process.

When the | atest pernissible expiration tine arrives, the ticket
expires permanently. At each renewal, the KDC may consult a hot-1li st
to determine if the ticket had been reported stolen since its |ast
renewal ; it will refuse to renew such stolen tickets, and thus the
usable lifetime of stolen tickets is reduced.

The RENEWABLE flag in a ticket is nornmally only interpreted by the
ticket-granting service (discussed belowin section 3.3). It can
usual Iy be ignored by application servers. However, sone
particularly careful application servers may wi sh to disall ow
renewabl e tickets.

If a renewable ticket is not renewed by its expiration tine, the KDC
will not renew the ticket. The RENEWABLE flag is reset by default,
but a client may request it be set by setting the RENEWABLE option

in the KRB_AS REQ nessage. |If it is set, then the renewtill field
in the ticket contains the time after which the ticket may not be
renewed.

2.4. Postdated tickets

Applications may occasionally need to obtain tickets for use nuch
|ater, e.g., a batch subm ssion system would need tickets to be valid
at the tine the batch job is serviced. However, it is dangerous to
hold valid tickets in a batch queue, since they will be on-line

| onger and nore prone to theft. Postdated tickets provide a way to
obtain these tickets fromthe KDC at job submission tinme, but to

| eave them "dormant” until they are activated and validated by a
further request of the KDC. |If a ticket theft were reported in the
interim the KDC would refuse to validate the ticket, and the thief
woul d be foil ed.

The MAY- POSTDATE flag in a ticket is nornmally only interpreted by the
ticket-granting service. It can be ignored by application servers.
This flag nust be set in a ticket-granting ticket in order to issue a
postdated ticket based on the presented ticket. It is reset by
default; it nay be requested by a client by setting the ALLOW
POSTDATE option in the KRB_AS REQ nessage. This flag does not all ow
a client to obtain a postdated ticket-granting ticket; postdated
ticket-granting tickets can only by obtained by requesting the
postdating in the KRB_AS REQ nmessage. The life (endtine-starttine)
of a postdated ticket will be the remaining life of the ticket-
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granting ticket at the tine of the request, unless the RENEWABLE
option is also set, in which case it can be the full life (endtine-
starttinme) of the ticket-granting ticket. The KDC may linmt how far
inthe future a ticket may be postdated.

The POSTDATED flag indicates that a ticket has been postdated. The
application server can check the authtinme field in the ticket to see
when the original authentication occurred. Sone services may choose
to reject postdated tickets, or they may only accept themw thin a
certain period after the original authentication. Wen the KDC i ssues
a POSTDATED ticket, it will also be marked as I NVALID, so that the
application client nust present the ticket to the KDC to be validated
bef ore use.

2.5. Proxiable and proxy tickets

At times it may be necessary for a principal to allow a service to
performan operation on its behalf. The service nust be able to take
on the identity of the client, but only for a particular purpose. A
principal can allow a service to take on the principal’s identity for
a particular purpose by granting it a proxy.

The PROXI ABLE flag in a ticket is normally only interpreted by the
ticket-granting service. It can be ignored by application servers.
When set, this flag tells the ticket-granting server that it is OKto
issue a new ticket (but not a ticket-granting ticket) with a

di fferent network address based on this ticket. This flag is set by
defaul t.

This flag allows a client to pass a proxy to a server to performa
renote request on its behalf, e.g., a print service client can give
the print server a proxy to access the client’'s files on a particul ar
file server in order to satisfy a print request.

In order to conmplicate the use of stolen credentials, Kerberos
tickets are usually valid fromonly those network addresses
specifically included in the ticket (It is pernissible to request or
i ssue tickets with no network addresses specified, but we do not
reconmend it). For this reason, a client wishing to grant a proxy
must request a new ticket valid for the network address of the
service to be granted the proxy.

The PROXY flag is set in a ticket by the TGS when it issues a
proxy ticket. Application servers may check this flag and require
addi tional authentication from the agent presenting the proxy in
order to provide an audit trail.
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2.6. Forwardable tickets

Aut hentication forwarding is an instance of the proxy case where the

service is granted conplete use of the client’s identity. An exanple
where it mght be used is when a user logs in to a renpte system and

wants aut hentication to work fromthat systemas if the login were

| ocal .

The FORWARDABLE flag in a ticket is normally only interpreted by the
ticket-granting service. It can be ignored by application servers.
The FORWARDABLE flag has an interpretation sinmlar to that of the
PROXI ABLE fl ag, except ticket-granting tickets nay al so be issued
with different network addresses. This flag is reset by default, but
users nmay request that it be set by setting the FORWARDABLE option in
the AS request when they request their initial ticket-granting
ticket.

This flag allows for authentication forwarding without requiring the

user to enter a password again. |If the flag is not set, then
aut hentication forwarding is not pernmitted, but the same end result
can still be achieved if the user engages in the AS exchange with the

requested network addresses and supplies a password.

The FORWARDED flag is set by the TGS when a client presents a ticket
with the FORWARDABLE flag set and requests it be set by specifying

t he FORWARDED KDC option and supplying a set of addresses for the new
ticket. It is also set in all tickets issued based on tickets with
the FORWARDED flag set. Application servers nay wi sh to process
FORWARDED tickets differently than non- FORWARDED ti ckets.

2.7. Oher KDC options

There are two additional options which may be set in a client’s
request of the KDC. The RENEWABLE- K option indicates that the
client will accept a renewable ticket if a ticket with the requested
Iife cannot otherwi se be provided. If a ticket with the requested
life cannot be provided, then the KDC may i ssue a renewabl e ticket
with a renewtill equal to the the requested endtine. The value of
the renewtill field may still be adjusted by site-determined linits
or limts inmposed by the individual principal or server.

The ENC- TKT-1 N-SKEY option is honored only by the ticket-granting
service. It indicates that the to-be-issued ticket for the end
server is to be encrypted in the session key fromthe additiona
ticket-granting ticket provided with the request. See section 3.3.3
for specific details.
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3. Message Exchanges

The followi ng sections describe the interactions between network
clients and servers and the nessages involved in those exchanges.

3.1. The Authentication Service Exchange

Sunmmary
Message direction Message type Section
1. dient to Kerberos KRB_AS REQ 5.4.1
2. Kerberos to client KRB _AS REP or 5.4.2
KRB_ERROR 5.9.1

The Aut hentication Service (AS) Exchange between the client and the
Ker beros Aut hentication Server is usually initiated by a client when
it wishes to obtain authentication credentials for a given server but
currently holds no credentials. The client’s secret key is used for
encryption and decryption. This exchange is typically used at the
initiation of a login session, to obtain credentials for a Ticket-
Granting Server, which will subsequently be used to obtain
credentials for other servers (see section 3.3) without requiring
further use of the client’s secret key. This exchange is al so used
to request credentials for services which nust not be nedi ated
through the Ticket-Granting Service, but rather require a principal’'s
secret key, such as the password-changing service. (The password-
changi ng request nmust not be honored unl ess the requester can provide
the old password (the user’s current secret key). Oherwise, it
woul d be possible for soneone to walk up to an unattended session and
change another user’s password.) This exchange does not by itself
provi de any assurance of the the identity of the user. (To

aut henticate a user logging on to a local system the credentials
obtained in the AS exchange may first be used in a TGS exchange to
obtain credentials for a local server. Those credentials nust then
be verified by the |l ocal server through successful conpletion of the
dient/Server exchange.)

The exchange consists of two nessages: KRB _AS REQ fromthe client to
Ker beros, and KRB_AS REP or KRB_ERROR in reply. The formats for these
messages are described in sections 5.4.1, 5.4.2, and 5.9. 1.

In the request, the client sends (in cleartext) its own identity and
the identity of the server for which it is requesting credentials.
The response, KRB_AS REP, contains a ticket